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A k-Space Method for Moderately  
Nonlinear Wave Propagation
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Abstract—A k-space method for moderately nonlinear wave 
propagation in absorptive media is presented. The Westervelt 
equation is first transferred into k-space via Fourier transfor-
mation, and is solved by a modified wave-vector time-domain 
scheme. The present approach is not limited to forward propa-
gation or parabolic approximation. One- and two-dimensional 
problems are investigated to verify the method by comparing 
results to analytic solutions and finite-difference time-domain 
(FDTD) method. It is found that to obtain accurate results in 
homogeneous media, the grid size can be as little as two points 
per wavelength, and for a moderately nonlinear problem, 
the Courant–Friedrichs–Lewy number can be as large as 0.4. 
Through comparisons with the conventional FDTD method, 
the k-space method for nonlinear wave propagation is shown 
here to be computationally more efficient and accurate. The 
k-space method is then employed to study three-dimensional 
nonlinear wave propagation through the skull, which shows 
that a relatively accurate focusing can be achieved in the brain 
at a high frequency by sending a low frequency from the trans-
ducer. Finally, implementations of the k-space method using 
a single graphics processing unit shows that it required about 
one-seventh the computation time of a single-core CPU calcu-
lation.

I. Introduction

a prevalent numeric approach to nonlinear acoustic 
problems involves solving the Kuznetsov–Zabolots-

kaya–Khokhlov (KZK) equation [1]–[7]. developed as a 
modification of the Burgers equation to include absorp-
tion and diffraction [8], the KZK equation [1] can also be 
derived as the parabolic approximation to the Westervelt 
equation [9]. despite its utility, the equation is limited in 
validity to cases of quasi-planar wave propagation and is 
accurate for directional fields close to the axis of propa-
gation and far from the source [10]. More general meth-
ods based on the Westervelt equation have been reported, 
but have primarily been limited to forward propagation 
[11], thus neglecting reverberation, or otherwise restrict-
ing nonlinear distortion to the normal direction [12]–[14].

recently, several methods have been proposed to solve 
the Westervelt equation without such restrictions [15]–
[19]. likewise, the present work investigates a new wave-
vector time-domain (k-space) based numerical algorithm 

[20]–[23] that can be applied to a wide range of nonlinear 
applications. The overall goal is to develop a computation-
ally efficient method that is well-suited for heterogeneous 
media. The described approach is similar to the so-called 
pseudo-spectral method [24] in that both methods calcu-
late the spatial differentiation in the k-space by Fourier 
transformation. However, the proposed method employs 
a straightforward time-stepping scheme that has been 
shown to be more accurate and less complex [21], [22]. In 
addition, the proposed approach is based on the second-
order nonlinear wave equation, whereas the pseudo-spec-
tral method [24] is based on a first-order nonlinear wave 
equation, which requires extra computation and storage 
of the particle displacement vector. as a result, the pres-
ent method is less demanding in terms of storage and 
computation.

The paper proceeds as follows: section II presents the 
derivation of the k-space method followed by the descrip-
tion of an absorbing layer devised to eliminate the prob-
lem of transformation-induced phase wrapping. section 
III concerns numerical simulations. The k-space method 
is compared with the analytic solution and FdTd meth-
od. criteria for choosing spatial and temporal step-size 
are revealed. an application of the proposed method for 
studying nonlinear wave propagation through the skull is 
presented. Finally, implementations of the algorithm using 
graphics processing units (gPUs) are also discussed. sec-
tion IV concludes the paper.

II. Theory

For a fluid medium with inhomogeneous acoustic prop-
erties, the nonlinear acoustic wave equation (Westervelt 
equation) is written as [7]
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where p is the sound pressure, c is the sound speed, δ is 
the sound diffusivity, β is the nonlinearity coefficient, and 
ρ is the ambient density. all materials are assumed to be 
spatially varying functions. The equation inherently as-
sumes a thermoviscous fluid, because the relaxation mech-
anism is not considered. However, the following algorithm 
can be readily modified to include power-law absorption 
and dispersion [25]. It is also noted that the lagrangian 
density [8], which was shown to be negligible [18], has 
been dropped from (1).
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By using the normalized wave field f = p/ ρ  [21], the 
first-order derivative term is eliminated and the nonlinear 
wave equation becomes
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where c0 is the background speed of sound.
By defining an auxiliary field w = f + v, where v = 

( 1)0
2 2c c f/ − , (2) can be reduced to

 −
∂
∂

∇ −∇ + − −
1

= ( ) ,
0
2

2

2
2 2

0
2

c
w
t

v w q h d c/  (3)

where

 q c f h c
c

f
t

d c
c

f
t

=
1

, = , = .0
2 2

0
2

4

2 2

2 0
2

4

3

3ρ
ρ

β
ρ

δ
∇

∂
∂

∂
∂

  

  (4)

Fourier transformation of (3) in the spatial domain 
yields the k-space equation
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where k = k k kx y z
2 2 2+ + , and W, V, Q, H, and D are the 

spatial Fourier transforms of w, v, q, h, and d, respectively, 
which can be calculated using a fast Fourier transform 
(FFT).

Eq. (5) can be solved in a nonstandard finite difference 
approach [21], [22],
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where Δt is the temporal step size. For a homogeneous 
medium or a weakly inhomogeneous medium, this har-
monic oscillator equation guarantees small dispersion er-
ror with a large temporal step, as opposed to the conven-
tional leap-frog scheme,
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or even higher order time integration, such as the fourth-
order adams-Bashforth time integration [24].

comparing (6) with [21, Eq. (9)], one can see that two 
new terms have been added, H and D, which are the con-
tributions from the nonlinearity and diffusivity. This ap-
proach can then be viewed as a straightforward extension 
to a previous k-space method described by Mast et al. [21] 

with nonlinearity and absorption included. In addition, 
because the coefficients of the third and fourth terms in 
(1) are small compared with the coefficient of the second 
term, the stability condition should be similar to the lin-
ear k-space method,
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where cFl is the courant–Friedrichs–lewy number cmax-
Δt/Δx. (note that the definition is somewhat different 
from that used in [21].) clearly, the algorithm is uncondi-
tionally stable for media with c(r) < c0 everywhere.

To calculate H (or h), the following backward difference 
approximation was employed [26]:
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This backward difference approximation has a fourth-
order accuracy. It has the disadvantage of requiring the 
storage of six time steps. However, if this is problematic, 
the second-order backward difference approximation [26] 
can be used at the expense of a significantly reduced time 
step,
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conversely, if the memory is not limited, a higher order, 
e.g., a sixth-order approximation might be a good alter-
native. In this study, however, only the fourth-order ap-
proximation was used. The pressure field for the initial 
six steps can be either roughly calculated using the linear 
k-space method, assuming that the nonlinearity does not 
significantly build up in these six steps, or more precisely 
calculated using nonlinear projection methods. In this 
study, the former approach was used.

similarly, to calculate D (or d ), the following third-
order backward difference approximation was used [6]:
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Because an FFT implies periodicity, the k-space method 
inherently has a wrapping artifact problem: the wave en-
ters one boundary and exits from the other side. The easi-
est way to overcome this is to enlarge the computational 
domain; however, this inevitably increases the calculation 
time. The well-known perfectly matched layer (PMl) ap-
proach [22] has been shown to be a good solution to this 
problem. In this study, an absorbing layer [27], [28] was 



IEEE TransacTIons on UlTrasonIcs, FErroElEcTrIcs, and FrEqUEncy conTrol, vol. 59, no. 8, aUgUsT 20121666

used to minimize the spurious reflections from the bound-
ary. The equation for the absorbing layer can be written 
in f as

 ∇ −
∂
∂

∂
∂
+2

0
2

2

2
21

= 2 .f
c

f
t

U
f
t U f  (12)

It is noted that the nonlinearity and absorption terms 
should still be considered in the absorption layer to pre-
vent sudden medium change. They are only ignored here 
to emphasize the newly added term in the absorption 
layer, i.e., U, which is an absorption term (frequency in-
dependent) and its derivative should be kept as small as 
possible. In this study, we have used [28]

 U U n= ( ),0
2/cosh α  (13)

where U0 is a constant (2.0 in the present study), α is 
a decay factor (0.1 in the present study), and n denotes 
the distance in number of grid points from the bound-
ary. although this equation was proposed for the linear 
acoustic equation, it has been found in this study to also 
be suitable for the nonlinear acoustic equation. numerical 
simulations have shown that, for a normal incident wave, 
the reflection from the absorption layer can be reduced by 
more than 50 dB.

after applying the Fourier transform, (12) can be writ-
ten in terms of W as
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The first-order time derivative can be calculated by the 
second-order approximation
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a higher-order approximation can also be employed, but 
in this study, (16) was found to be sufficient. Finally, (14) 
can be solved in a manner similar to (6), and the complete 
time stepping algorithm is written as
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To close this section, it is reiterated that the present 
nonlinear k-space algorithm is very similar to the linear k-
space algorithm and can now be summarized as in Fig. 1.

III. simulations

A. A 1-D Homogeneous Medium Problem

To verify the present k-space algorithm, as well as to 
determine the requirement for the spatial and temporal 
steps to achieve accurate results, we initially tested 1-d 
propagation in a homogeneous medium. The incident 
wave pi was defined as a plane wave with gaussian tem-
poral shape [21]:

 p p ei = ( ) ,0 0
(2 )2 2

sin ω τ τ σ− /  (18)

where p0 is the pressure amplitude, ω0 is the center an-
gular frequency, τ is the retarded time τ = t − (x − x0)/
c0, and x0 is the center of the pulse. In this section, p0 
was chosen to be 2 MPa, ω0 was 1 MHz × 2π, and σ 
was 5 × 10−12. This gave a nominal maximum frequency 
of 1.5 MHz, corresponding to the spectral point 95 dB 
down from the center frequency. The speed of sound was 
1500 m/s, the density was 1000 kg/m3, and the nonlinear-
ity was 3.5. no attenuation was considered. With (18), 
the sound field is known for the first six temporal steps, 
with the assumption that the nonlinearity is negligible for 
these six steps. This accomplishes step 1 in the algorithm 
described in the previous section. note that, because a 
second order time-domain equation is solved, two initial 
conditions are needed, one for the pressure and one for 
the pressure derivative with regard to time t. Because the 
sound field for the first six temporal steps can be obtained 
from (18), these two initial conditions are explicitly given.

To investigate the computational efficiency of the k-
space method, a fourth-order finite-difference time-domain 
(FdTd) method [29] was implemented for comparison. a 
benchmark solution was also obtained using the analytic 
Poisson solution. details of this solution are not repeated 
here, but can be found in [8].

In the first case, the spatial steps were both 1/8 of the 
wavelength at the nominal maximum frequency for the k-
space method and FdTd method. The cFl number were 

Fig. 1. The algorithm for the k-space method.
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also the same, i.e., 0.1. Fig. 2(a) shows the time-domain 
signal of the pulse after a distance of 50 mm, which corre-
sponds to 0.65 of the theoretical plane wave shock forma-
tion distance σs for a sinusoidal wave at 1 MHz. Fig. 2(b) 
shows the results in the frequency domain. results for 
linear propagation are shown in both plots for reference. 
It can be clearly seen from Fig. 2(b) that even though the 
two approaches used the same numerical configuration, 
the k-space method agrees well with the analytic solution 
up to the fifth harmonics, with a maximum difference of 
around 2 dB, whereas the FdTd method completely de-
viates from the analytic solution starting from the third 
harmonics. This is because for the k-space method, only 
two grid points are needed for one wavelength at the fre-
quency of interest to satisfy the nyquist rate condition. 
on the other hand, the fourth-order FdTd method is 
well known to require approximately 8 to 10 grid points 
per wavelength to acquire accurate results. For a mod-
erately nonlinear problem, if the third harmonics are of 
interest, then the k-space method theoretically requires 
6 grid points at the wavelength of the fundamental fre-
quency, whereas the FdTd method requires 24 to 30 grid 
points. The computational efficiency difference becomes 
more pronounced if a 3-d problem is considered. Finally, 
in this case, the k-space and FdTd method took about 
the same computation time.

next, the k-space method is tested with spatial step 
and cFl number varied. More specifically, two cases were 
studied. In the first case, the spatial step was chosen to be 
1/2, 1/4, 1/6, and 1/8 of the wavelength at the nominal 
maximum frequency, with the cFl number fixed at 0.1. 
In the second case, the temporal criteria was evaluated by 
fixing the step size at 1/8 of the wavelength and varying 
the cFl number from 0.1 to 0.4. simulation results in 
the frequency domain are shown in Figs. 3(a) and 3(b), 
respectively. We have the following observations:

 1)  The accuracy of the k-space method quickly decreas-
es at the frequency where the nyquist rate condition 
is not met. In this example, the k-space method is 
valid approximately up to 1.5, 3, 4.5, and 6 MHz for 
step sizes of 1/2, 1/4, 1/6, and 1/8 wavelength, re-
spectively. Therefore, in a weakly nonlinear problem, 
in which the fundamental and second harmonics are 
of concern, the k-space method only needs to employ 
4 points per wavelength at the maximum frequency 
to capture accurate wave propagation for a homoge-
neous medium.

 2)  The accuracy of the k-space method also depends 
on the clF number; however, the change in the ac-
curacy is not as significant as in the case in which 
the spatial step is varied. as expected, the smaller 
the cFl number is, the more accurate is the result. 
In this specific case, in which a moderately nonlinear 
wave propagation is modeled (the second harmonics 
are about 1/5 of the fundamental in amplitude), fair-
ly accurate results can be obtained up to the fourth 
harmonics (maximum derivation around 2 dB) even 

with a cFl number of 0.4. It is expected that for a 
weakly nonlinear problem, the required cFl number 
can be even larger than 0.4, because the nonlinearity 
can then be viewed as a small perturbation imposed 
upon the linear wave equation. For a linear problem, 
the cFl number in the k-space algorithm can be 
arbitrarily large in a homogeneous medium as long 
as the nyquist rate is satisfied [22], [23].

Finally, note that the k-space method is not optimum 
when applied to simulations of strongly nonlinear wave 
propagation, e.g., shock waves. This is because spectral 
methods suffer from discontinuities existing in the solu-
tion, which can be seen in a shock wavefront. The gibbs 
phenomenon, i.e., numerical oscillations near the disconti-
nuity, is expected to be seen when applying k-space meth-
od to shock wave simulations. However, by utilizing an 
artificial attenuation in the algorithm [12], the numerical 

Fig. 2. comparison between the analytical solution and the k-space 
method for a one-dimensional homogeneous medium at a distance of 
approximately 0.65σ. (a) Frequency-domain results with spatial step 
varied. (b) Frequency-domain results with courant–Friedrichs–lewy 
number varied. 

http://dx.doi.org/10.1109/TUFFC.2012.2372/mm1
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oscillations can be reduced. a recent study also reports 
on the use of gegenbauer reconstructions for shock wave 
modeling [30].

B. Two 2-D Inhomogeneous Medium Problems

In this section, two 2-d inhomogeneous medium prob-
lems are discussed. In the first problem, a cylindrical ob-
ject with radius 4.0 mm was added into the center of the 
medium as a scatterer. The background medium has the 
same acoustic properties as in the 1-d homogenous me-
dium problem; i.e., the speed of sound was 1500 m/s, the 
density was 1000 kg/m3, the nonlinearity was 3.5, and 
the medium was lossless. The acoustic properties in the 
cylindrical object were different; the speed of sound was 
1575 m/s, the density was 1050 kg/m3, the nonlinearity 

was 4, and the diffusivity was 1 × 10−4 m2∙s−1. clearly, 
this is a weak contrast problem, which can occur, for ex-
ample, in soft tissue [11]. assuming that the nonlinearity 
and diffraction effects are not significant within the first 
six steps, the initial sound field was again employed (18). 
The center frequency was 1 MHz, x0 = −0.012, σ = 3e−12. 
These result in a nominal maximum frequency of 1.5 MHz. 
The pressure amplitude p0 was 3 MPa. In addition, this 
initial condition only applied to the domain | y | ≤ 0.01. 
The calculation domain was 5 × 5 cm, where 9 elements 
per minimum wavelength were used. The cFl number 
was 0.3. For comparison, FdTd was also implemented 
with the same spatial resolution and cFl number. The 
benchmark solutions were also obtained from an FdTd 
simulation, with a fine spatial resolution of 27 elements 
per minimum wavelength and a cFl number of 0.1.

Fig. 4 presents three sets of snapshots of the sound 
field computed from the k-space method at times 6.23, 
9.80, and 13.38 μs. The area shown in each figure is 2.5 
× 2.5 cm. The benchmark solution is not shown here be-
cause the difference is visually indistinguishable. To assess 
the accuracy of the k-space method, Fig. 5(a) illustrates 
all three results: benchmark solution, FdTd, and k-space, 
at the location (8.25, 0) mm (shown in Fig. 4(a) as the re-
ceiver) in the time domain; Fig. 5(b) shows the results in 
the frequency domain. The k-space result agrees well with 
the benchmark solution. The derivation at the second and 
third harmonic are both around 1 dB. on the other hand, 
the accuracy of the FdTd method quickly deteriorates 
after the third harmonic, because of the insufficient spatial 
resolution. For example, the derivation at the third har-
monic is about 8 dB.

For this weakly inhomogeneous problem, the k-space 
method is shown to have fairly good performance, as was 
the case for the 1-d homogeneous problems. This has been 
found also in linear acoustic problems [20]–[22].

In the second example, the amplitude for the initial 
acoustic field was increased to 7 MPa. The acoustic prop-
erties in the cylindrical object were changed; the speed of 
sound was 3000 m/s, the density was 2000 kg/m3, and the 
nonlinearity was kept at 4. This example allowed verifica-
tion of the present method for strong-contrast problems, 
which can occur, for example, in scattering from human 
bones [21] and phononic band gaps [31]. Fig. 6 presents 
three snapshots of the sound field at times 6.23, 9.80, and 
13.38 μs. Fig. 7(a) shows the results at the same location 
(8.25, 0) mm in the time domain; Fig. 7(b) shows the re-
sults in the frequency domain. The k-space method again 
outperforms the FdTd in terms of accuracy, but is slight-
ly less accurate compared with the weak contrast case. 
This is in correspondence with previous findings in linear 
acoustic problems [20]–[22]; i.e., the k-space method be-
comes less accurate for strongly inhomogeneous problems. 
For the k-space method, the derivations at the second and 
third harmonics are both approximately 2 dB, whereas for 
FdTd, they are 3 dB and 9 dB, respectively.

It has been shown that the accuracy of the k-space 
method for large-contrast problems can be improved by 

Fig. 3. comparison between the analytic solution and the k-space meth-
od for a one-dimensional homogeneous medium at a distance of approxi-
mately 0.65σ. (a) Frequency-domain results with spatial step varied. 
(b) Frequency-domain results with courant–Friedrichs–lewy number 
varied. 

http://dx.doi.org/10.1109/TUFFC.2012.2372/mm4
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using a smoothing approach [21]. However, this requires 
the analytic Fourier transforms of the inhomogeneities, 
which are typically not available. For this reason, the 
smoothing approach is not used in this study.

C. Harmonic Focusing

This section studies transcranial nonlinear ultrasound 
focusing inside the brain. It is well known that the skull 
introduces strong phase aberration during high-intensity 
focused ultrasound (HIFU) therapy [32]; thus, the fo-
cusing can be shifted outside the focal zone, potentially 
damaging the surrounding tissue. Methods have been de-
veloped to correct this phase distortion [33], [32] which re-
quire skull images from computed tomography (cT). The 
images are registered with both the magnetic resonance 
image and the ultrasound therapy device, and a computer 
algorithm predicts the amplitude and phasing pattern of 
a treatment array necessary to restore a distorted focus. 
However, this approach suffers from its high complexity, 
because it requires an extra imaging modality (cT) and 
typically a clinical system with a 500-element array as well 
as 500 dedicated driving channels [34]. on the other hand, 
the phase aberration is also strongly frequency-dependent. 
It has been shown that a focus can be achieved at a low 
frequency of 250 kHz [35], because of its long wavelength 
compared with the thickness and inhomogeneity of the 
skull. nevertheless, for a low frequency, its ability to be 
focused and transformed into thermal energy at the target 
is significantly diminished compared with higher frequen-
cies. For these reasons, ideally, a low frequency is desired 
in the near field to propagate through the distorting lay-
ers (skull), and a high frequency is desired at the focal 
point. This can be potentially realized by nonlinear wave 
propagation.

a full k-space 3-d simulation was implemented. The 
density of the skull was obtained from a cT scan. The 
speed of sound was calculated using empirical equations 
[32]. The absorption was neglected for simplicity because 
it is not expected to significantly impact the phase aberra-
tion. The nonlinearity coefficient of the skull was assumed 
to be homogeneous and was 3.5 (the same as water), this 
value was expected to at least give qualitative results. 
The spatial resolution (grid size) was 0.58 mm. The grid 
numbers are 171, 191, and 59 along the x, y, and z-axes, 

respectively. The cFl number was 0.2. Fig. 8 shows the 
portion of the 3-d skull used for the simulation. a phased 
array was placed close to the skull. For simplicity, each 
grid is considered as an element and the phase can be 

Fig. 4. sound field computed in a two-dimensional strongly inhomogeneous medium. Pressure at (a) 6.23 μs, (b) 9.80 μs, and (c) 13.28 μs obtained 
from the k-space method. The solid line shows the cylinder.

Fig. 5. sound field computed in a two-dimensional weakly inhomoge-
neous medium. The k-space method and finite-difference time-domain 
(FdTd) method are compared with the benchmark solution. (a) Time-
domain results at the location (8.25, 0) mm. (b) Frequency-domain re-
sults at the same location. 

http://dx.doi.org/10.1109/TUFFC.2012.2372/mm5
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adjusted to achieve a focus. The focal point was about 
10 cm away from the array. Fig. 9 illustrates a simple 
diagram of the simulation setup. The size of the array was 
relatively small, 3 × 10 cm, to minimize the computation 
time. Three separate simulations were carried out. The 
phased array emitted three pulses that centered at 250, 
500, and 750 kHz, respectively, with a peak amplitude of 
1 MPa. at 250 kHz, nonlinear wave propagation was mod-
eled and harmonics at 500 and 750 kHz were generated. 
For the other two frequencies, linear propagations were as-
sumed. The computation time was on the order of 10 min, 
and the memory required for the computation was about 
10 gB. The detailed configuration of the computer can be 
found in the next subsection.

Fig. 10 shows the acoustic intensity distribution [36] 
on the focal plane. The focal point is designated at 
(0.017, 0.05) m. Figs. 10(a) and (b) show the intensity at 
the second and third harmonics generated from acoustic 
emission at 250 kHz. Figs. 10(c) and (d) show the inten-
sity at the fundamental frequency, generated by higher 
frequencies at 500 and 750 kHz, respectively. It is evident 
that harmonic focusing using nonlinear wave propagation 
has lower side lobes and more accurate focusing com-
pared with directly sending the acoustic signal at higher 
frequencies. quantifications of the distortion of focused 
beams can be achieved through methods discussed in [37] 
and [38]. However, they are not pursued here because the 
purpose of this section is only to show that the k-space 
method can be effectively applied to simulating nonlinear 
wave propagation through skulls.

The ultimate goal is to minimize the fundamental fre-
quency and maximize the harmonics (second or higher 
harmonics) at the focal point, because the fundamental 
frequency has a larger focal zone and lower cavitation 
threshold. a preliminary solution [39] was proposed in 
which alternating array elements are driven out of phase, 
so that the fundamental frequency vanishes at the focal 
point, but the second harmonic would still be in phase at 
the focal point. Future work will follow along this line and 
further minimize the fundamental frequency, not only at 
the focal point, but also throughout the whole brain area.

D. GPU Implementations

during the simulation, it was found that the major-
ity of the computational time was spent on forward and 

inverse FFT routines. There was also a large amount of 
time spent on the matrix point-wise manipulations. all 
of these computations are inside the time-step and are 
candidates to be dispatched to gPUs for an increase in 

Fig. 6. sound field computed in a two-dimensional strongly inhomogeneous medium. Pressure at (a) 6.23 μs, (b) 9.80 μs, and (c) 13.28 μs obtained 
from the k-space method. The solid line shows the cylinder.

Fig. 7. sound field computed in a two-dimensional strongly inhomoge-
neous medium. The k-space method and finite-difference time-domain 
(FdTd) method are compared with the benchmark solution. (a) Time-
domain results at the location (8.25, 0) mm. (b) Frequency-domain re-
sults at the same location. 
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speed. We adopted a third-party Matlab (The MathWorks 
Inc., natick, Ma) gPU computing toolbox named Jacket 
(accelerEyes, atlanta, ga) to achieve the gPU comput-
ing. specifically, Jacket’s forward and inverse FFT over-
load functions were employed to improve the computation 
speed. To test the algorithm performance on the gPU, we 
ran a set of 2-d simulations with 1600 time steps using 
Matlab r2011a on a 64-bit Pc.

Fig. 11 shows the comparison of the amount of time to 
run the 2-d simulation for different matrix sizes (number 
of grid points on x- and y-axis) on a multi-core cPU, 
a single-core cPU, and a gPU. The cPU calculations 
were implemented on a quad-core 3.60-gHz Intel Xeon 
5687 cPU (Intel corp., santa clara, ca) with 192 gB 
of raM. For the single cPU computational time test, 
we closed the multi-core function in the BIos. The same 
amount of computation was also implemented on an nvid-
ia quadro FX4000 with 2 gB of memory (nvidia corp., 
santa clara, ca). The comparison result shows that the 
computational time for the single-core and multi-core 
cPU computing increase dramatically as the matrix size 
increases, whereas the increase of the gPU computation 
time is much less. For a matrix size of 1700 × 1700, the 
gPU finished the computation in 505 s, which is about 
one-fifth of the multi-core cPU’s 2731 s computation time 

and one-seventh of the single-core cPU’s 3359 s. For a ma-
trix size that is larger than 1800 × 1800, our gPU failed 
the computation because it exceeded the gPU memory.

It is noted that the distinction between multi-core cPU 
time and single-core cPU time is expected to be slightly 
larger if the code was implemented in c++ or Fortran. 
nevertheless, the purpose of this section is more focused 
on demonstrating the perceived difference rather than a 
very precise numeric difference among different processing 
fashions. a similar study for the computational efficiency 
on gPUs and cPUs for k-space linear acoustic simulation 
was reported by a recent paper [40].

IV. conclusions and discussions

This paper reports on a newly developed algorithm for 
nonlinear wave propagation based on the k-t space scheme 
[21]. The validity of the present method is tested by com-
paring it with analytical solutions and a fourth-order 
FdTd method, and good agreements have been found. 
The present approach can be viewed as an extension to 
a previously reported linear k-space method [21], which 
has been expanded to include the effects of nonlinearity 
and attenuation. The method takes inhomogeneity into 
account and, unlike standard methods, does not employ 
the parabolic approximation or assume one-way propaga-
tion. Thus, it can be applied to a wide range of nonlinear 
acoustic problems. Furthermore, many commonly used 
approaches solve the Westervelt equation by assuming 

Fig. 8. a 3-d spatial representation of the sound speed distribution de-
duced from computed tomography scans and used as input data for the 
full 3-d simulation. The axes are in millimeters. 

Fig. 9. a diagram of the numerical simulation setup for the skull and 
transducer array.

Fig. 10. acoustic intensity distribution on the focal plane. (a) second 
harmonics, f2 = 500 kHz; (b) third harmonics, f3 = 750 kHz; (c) funda-
mental, f1 = 500 kHz; (d) fundamental, f1 = 750 kHz. The axes are in 
millimeters. 
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that nonlinear distortions occur along the direction nor-
mal to the source plane, which is not a valid assumption 
for highly focusing transducers. This method solves the 
full Westervelt equation without neglecting the nonlinear 
distortions in other directions, and thus might be a use-
ful tool for studying the nonlinear sound field for highly 
focusing transducers.

The present method is highly efficient for moderately 
nonlinear problems, because it is essentially a spectral ap-
proach and thus only requires two nodes per minimum 
wavelength, as set by the nysquist rate. In addition, be-
cause the method uses an extremely accurate time-step-
ping algorithm [21], the temporal step (or cFl number) 
can be fairly large compared with other approaches. as 
shown in the simulation results, more accurate results can 
be obtained using the proposed method in comparison 
with the FdTd method. compared with homogeneous or 
weakly inhomogeneous media, less accurate results were 
obtained in strongly inhomogeneous media. It is expected 
that this is caused in part by aliasing, which occurs from 
Fourier transformation of discontinuities in the medium 
[22]. In addition, the second-order wave equation incorpo-
rates the density within a second-order derivative term, 
which can be difficult to represent numerically [22]. one 
possible way to avoid this problem would be to employ 
the coupled first-order nonlinear wave equations [24], [22], 
which have already shown significant improvement for lin-
ear wave propagation in inhomogeneous media.

a set of simulations showed the feasibility of using non-
linear effects in HIFU propagation to strategically reduce 
the effects of near-field layers (skull) that distort the ul-
trasound field. Future studies will focus on maximizing 
the harmonic amplitudes and minimizing the fundamental 
frequency amplitude on the focal plane. Finally, imple-
mentations of the k-space method on a single gPU dem-
onstrated a significant reduction of computation time over 
cPU implementations.

acknowledgment

The authors thank dr. B. cox for helpful discussions.

references

[1] V. Kuznetsov, “Equations of nonlinear acoustics,” Sov. Phys. Acoust., 
vol. 16, pp. 467–470, 1971.

[2] y.-s. lee and M. F. Hamilton, “Time-domain modeling of pulsed 
finite-amplitude sound beams,” J. Acoust. Soc. Am., vol. 97, no. 2, 
pp. 906–917, 1995.

[3] M. a. averkiou and r. o. cleveland, “Modeling of an electrohy-
draulic lithotripter with the KZK equation,” J. Acoust. Soc. Am., 
vol. 106, no. 1, pp. 102–112, 1999.

[4] V. a. Khokhlova, r. souchon, J. Tavakkoli, o. a. sapozhnikov, 
and d. cathignol, “numerical modeling of finite-amplitude sound 
beams: shock formation in the near field of a cW plane piston 
source,” J. Acoust. Soc. Am., vol. 110, no. 1, pp. 95–108, 2001.

[5] X. yang and r. o. cleveland, “Time domain simulation of nonlinear 
acoustic beams generated by rectangular pistons with application to 
harmonic imaging,” J. Acoust. Soc. Am., vol. 117, no. 1, pp. 113–123, 
2005.

[6] V. Khokhlova, a. Ponomarev, M. averkiou, and l. crum, “nonlin-
ear pulsed ultrasound beams radiated by rectangular focused diag-
nostic transducers,” Acoust. Phys., vol. 52, no. 4, pp. 481–489, 2006.

[7] y. Jing and r. o. cleveland, “Modeling the propagation of nonlin-
ear three-dimensional acoustic beams in inhomogeneous media,” J. 
Acoust. Soc. Am., vol. 122, no. 3, pp. 1352–1364, 2007.

[8] M. F. Hamilton and d. T. Blackstock, Nonlinear Acoustics. san 
diego, ca: academic Press, 1998, pp. 421–440.

[9] P. Westervelt, “Parametric acoustic array,” J. Acoust. Soc. Am., vol. 
35, no. 4, pp. 535–537, 1965.

[10] J. Huijssen, a. Bouakaz, M. Verweij, and n. de Jong, “simulations 
of the nonlinear acoustic pressure field without using the parabolic 
approximation,” in IEEE Symp. Ultrasonics, vol. 2, pp. 1851–1854, 
2003.

[11] T. Varslot and g. Taraldsen, “computer simulation of forward wave 
propagation in soft tissue,” IEEE Trans. Ultrason. Ferroelectr. Freq. 
Control, vol. 52, no. 9, pp. 1473–1482, 2005.

[12] P. T. christopher and K. J. Parker, “new approaches to nonlinear 
diffractive field propagation,” J. Acoust. Soc. Am., vol. 90, no. 1, pp. 
488–499, 1991.

[13] c. J. Vecchio, M. E. schafer, and P. a. lewin, “Prediction of ultra-
sonic field propagation through layered media using the extended 
angular spectrum method,” Ultrasound Med. Biol., vol. 20, no. 7, pp. 
611–622, 1994.

[14] r. J. Zemp, J. Tavakkoli, and r. s. c. cobbold, “Modeling of non-
linear ultrasound propagation in tissue from array transducers,” J. 
Acoust. Soc. Am., vol. 113, no. 1, pp. 139–152, 2003.

[15] y. Jing, M. Tao, and g. clement, “Evaluation of a wave vector fre-
quency domain method for nonlinear wave propagation,” J. Acoust. 
Soc. Am., vol. 129, no. 1, pp. 32–46, 2011.

[16] g. F. Pinton, J. dahl, s. rosenzweig, and g. E. Trahey, “a het-
erogeneous nonlinear attenuating full-wave model of ultrasound,” 
IEEE Trans. Ultrason. Ferroelectr. Freq. Control, vol. 56, no. 3, pp. 
474–488, 2009.

[17] J. Huijssen and M. d. Verweij, “an iterative method for the com-
putation of nonlinear, wide-angle, pulsed acoustic fields of medical 
diagnostic transducers,” J. Acoust. Soc. Am., vol. 127, no. 1, pp. 
33–44, 2010.

[18] y. Jing, d. shen, and g. T. clement, “Verification of the Westervelt 
equation for focused transducers,” IEEE Trans. Ultrason. Ferroelec-
tr. Freq. Control, vol. 58, no. 5, pp. 1097–1101, 2011.

[19] P. V. yuldashev and V. a. Khokhlova, “simulation of three-dimen-
sional nonlinear fields of ultrasound therapeutic arrays,” Acoust. 
Phys., vol. 57, no. 3, pp. 334–343, 2011.

[20] J. Mould, g. Wojcik, l. carcione, M. Tabei, T. Mast, and r. Waag, 
“Validation of FFT-based algorithms for large-scale modeling of 
wave propagation in tissue,” in IEEE Ultrasonics Symp., 1999, vol. 
2, pp. 1551–1556.

[21] T. Mast, l. souriau, d. liu, M. Tabei, a. nachman, and r. c. 
Waag, “a k-space method for large-scale models of wave propaga-
tion in tissue,” IEEE Trans. Ultrason. Ferroelectr. Freq. Control, vol. 
48, no. 2, pp. 341–354, 2001.

Fig. 11. comparison of the total computation time for a 2-d 1600-time-
step simulation on a graphics processing unit (gPU), a multi-core cPU, 
and a single-core cPU, with different matrix sizes.



jing et al.: a k-space method for moderately nonlinear wave propagation 1673

[22] M. Tabei, T. d. Mast, and r. c. Waag, “a k-space method for 
coupled first-order acoustic propagation equations,” J. Acoust. Soc. 
Am., vol. 111, no. 1, pt. 1, pp. 53–63, 2002.

[23] B. cox, s. r. arridge, and P. c. Beard, “k-space propagation mod-
els for acoustically heterogeneous media: application to biomedical 
photoacoustics,” J. Acoust. Soc. Am., vol. 121, no. 6, pp. 3453–3464, 
2007.

[24] g. Wojcik, J. Mould, s. ayter, and l. carcione, “a study of sec-
ond harmonic generation by focused medical transducer pulses,” in 
IEEE Ultrasonics Symp., 1998, vol. 2, pp. 1583–1588.

[25] B. E. Treebya and B. T. cox, “Modeling power law absorption and 
dispersion for acoustic propagation using the fractional laplacian,” 
J. Acoust. Soc. Am., vol. 127, no. 5, pp. 2741–2748, 2010.

[26] B. Fornberg, “calculation of weights in finite difference formulas,” 
SIAM Rev., vol. 40, no. 3, pp. 685–691, 1998.

[27] T. d. Mast, “Two- and three-dimensional simulations of ultrasonic 
propagation through human breast tissue,” Acoust. Res. Lett. On-
line, vol. 3, no. 2, pp. 53–58, 2002.

[28] r. Kosloff and d. Kosloff, “absorbing boundaries for wave propaga-
tion problems,” J. Comput. Phys., vol. 63, no. 2, pp. 363–376, 1986.

[29] I. Hallaj and r. o. cleveland, “FdTd simulation of finite-ampli-
tude pressure and temperature fields for biomedical ultrasound,” J. 
Acoust. Soc. Am., vol. 105, no. 5, pp. l7–l12, 1999.

[30] y. Jing and g. clement, “on the use of gegenbauer reconstructions 
for shock wave propagation modeling,” J. Acoust. Soc. Am., vol. 130, 
no. 3, pp. 1115–1124, 2011.

[31] B. liang, B. yuan, and J. cheng, “acoustic diode: rectification of 
acoustic energy flux in one-dimensional systems,” Phys. Rev. Lett., 
vol. 103, no. 10, art. no. 104301, 2009.

[32] J.-F. aubry, M. Tanter, M. Pernot, J. l. Thomas, and M. Fink, 
“Experimental demonstration of non-invasive transskull adaptative 
focusing based on prior computed tomorgraphy scans,” J. Acoust. 
Soc. Am., vol. 113, no. 1, pp. 84–93, 2003.

[33] g. T. clement and K. Hynynen, “a non-invasive method for focus-
ing ultrasound through the human skull,” Phys. Med. Biol., vol. 47, 
no. 8, pp. 1219–1236, 2002.

[34] n. Mcdannold, g. T. clement, P. M. Black, F. a. Jolesz, and K. 
Hynynen, “Transcranial mri-guided focused ultrasound surgery of 
brain tumors: Initial findings in three patients,” Neurosurgery, vol. 
66, no. 2, pp. 323–332, 2010.

[35] X. yin and K. Hynynen, “a numerical study of transcranial focused 
ultrasound beam propagation at low frequency,” Phys. Med. Biol., 
vol. 50, no. 8, pp. 1821–1836, 2005.

[36] g. r. Harris, “a discussion of procedures for ultrasonic intensity 
and power calculations from miniature hydrophone measurements,” 
Ultrasound Med. Biol., vol. 11, no. 6, pp. 803–817, 1985.

[37] M. Tabei, T. Mast, and r. Waag, “simulation of ultrasonic focus 
aberration and correction through human tissue,” J. Acoust. Soc. 
Am., vol. 113, no. 2, pp. 1166–1176, 2003.

[38] P. V. yuldashev, l. M. Krutyansky, V. a. Khokhlova, a. P. Brysev, 
and F. V. Bunkin, “distortion of the focused finite amplitude ultra-
sound beam behind the random phase layer,” Acoust. Phys., vol. 56, 
no. 4, pp. 463–471, 2010.

[39] P. J. White, P. V. Pattenberg, and g. T. clement, “a nonlinear 
method for high-intensity focused ultrasound (HIFU) aberration re-
duction,” in IEEE Ultrasonics Symp., 2008, pp. 2059–2061.

[40] B. E. Treeby and B. T. cox, “k-Wave: Matlab toolbox for the simu-
lation and reconstruction of photoacoustic wave-fields,” J. Biomed. 
Opt., vol. 15, no. 2, art. no. 021314, 2010.

Yun Jing received a B.s. degree in electronic sci-
ence and engineering from nanjing University, 
china, in 2006 and an M.s. degree from rensse-
laer Polytechnic Institute in 2007. He received his 
Ph.d. degree in architectural acoustics from rens-
selaer Polytechnic Institute in 2009. Before joining 
the north carolina state University faculty as an 
assistant professor, he was a research fellow at 
Brigham and Women’s Hospital, Harvard Medical 
school. He specializes in the development of ana-
lytical and numerical methods for linear and non-
linear wave propagation in fluids.

Tianren Wang is a graduate student in the de-
partment of Mechanical and aerospace Engineer-
ing of north carolina state University, raleigh, 
nc. His current research interests include ultra-
sound tomography. T. Wang received a B.s. de-
gree in optical engineering from dalian University 
of Technology, china, in 2007 and an M.s. degree 
in computer science from the University of north 
carolina (Unc) at chapel Hill, nc, in 2011.

Greg T. Clement’s photograph and biography were unavailable at 
time of publication.


